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How much training data do we need?



As much as 
possible?



Historical data 
(fortnightly)

Machine Learning 
Models

Training

1 to 20 years 
prior to test year

RF, MLP, SVM, 
Ridge, GRU

Benchmark Models

Seasonal naive, persistence

Forecasting two 
weeks ahead 

Test data

Trained Machine 
Learning Models

Algae (chl-a) 
forecasts

2008-2017



How does forecast performance change with the duration of 
training data?



Which 
variables are 
important?



What happens if we 
remove less 
important variables?



What happens if we:
- forecast further into the 

future?
- Reduce the sampling 

frequency?



- With 5-10 years training data we achieved close to the  maximum 
performance

- Removing the least important features did not significantly impact 
performance

- Sampling frequency is critical:
- Sets minimum forecast horizon
- Increases no. of training observations available
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